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Abstract—Code synchronization is a critical 

step for fast and reliable code search in direct-

sequence spread-spectrum (DS-SS) system. In 

this paper, we propose a novel differentially 

coherent (DC) detection scheme for rapid code 

acquisition over a fast Rayleigh fading mobile 
radio channel with frequency offset, and 

compare the performance with the conven-

tional I-Q noncoherent detection scheme. 

Numerical results show that the proposed DC 

scheme outperforms the conventional I-Q non-

coherent scheme. 
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1. INTRODUCTION 

In direct-sequence code-division multiple-
access (DS-CDMA) systems, code synchroni-
zation is one of the most important parts, that is 
usually completed in two steps: acquisition for 
coarse alignment and tracking for fine alignment 
[1], the former part is considered in this paper. 
The objective of code acquisition is to synch-
ronize the received pseudo-noise (PN) code and 
the local despreading code of receiver within one 
code chip interval. In the acquisition systems, 
there are two important goals: to reduce the mean 
acquisition time and to avoid the probability of 
false alarm. 

Various acquisition schemes have been 
investigated for rapid acquisition. One way to 
achieve fast acquisition is to use a double-dwell 
search scheme. The advantage of double-dwell 
scheme is the significant reduction of the false 
alarm, which has two modes of operation: search 

mode and verification mode. The former is used 
to make a tentative decision on the received code 
phase, and the latter is used to verify the decision 
in the search mode. Therefore, the decision 
should be effective to avoid false alarm in the 
verification mode. A simple method to enhance 
reliability is to increase the number of detections 
in the verification mode, which is called a 
majority logic-type decision strategy [2][3]. 

In order to minimize the code search time, a 
parallel I-Q noncoherent technique with double-
dwell search scheme has been proposed in [4]  
and [5], where the performance of the parallel 
and serial I-Q noncoherent techniques have been 
compared. It has been found that the parallel I-Q 
noncoherent technique outperforms the serial I-Q 
noncoherent technique. Nevertheless, it can be 
seen from [4] and [5] that the performance of the 
I-Q noncoherent system is very sensitive to the 
fading rate. 

Differential detection has been widely used for 
the detection of a differential phase-shift keying 
(DPSK) signal. This technique does not require 
phase estimation and the phase reference 
information is obtained from the received signa l 
preceding the received signal to be detected. 
Recently, a differentially coherent (DC) PN code 
acquisition receiver has been proposed in [6] 
where the down-converted baseband form of the 
received signal is fed into the PN matched filter 
(MF) and the following differentially coherent 
detector. Depending upon the duration of 
observation, the acquisition detectors can be 
differentiated according to whether they utilize 
partial period correlation (PPC) or full period 
correlation (FPC). With FPC, the correlation is 
performed over a full code period, whereas the 
correlation is carried out  over  a  segment  of  the  
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Fig. 1  Proposed differentially coherent detector structure. 
 
long PN sequence using PPC. It has been shown 
that this DC detector is able to reduce the effects 
of background noise in a static channel without 
frequency offset. It is notable that the matched 
filtering is done before differentially detection in 
this scheme. In fast fading mobile environments 
where the phase of the received signal fluctuates 
fast, the performance of this scheme is expected 
to degrade remarkably. The phase information is 
lost when the received signals with distinct 
fluctuating phases sampled at chip rate are 
summed in the matched filter. The following 
differential operation at symbol rate could not 
cancel phase ambiguity since the phase 
consistency over two consecutive correlation 
intervals is not guaranteed.  

In this paper, we propose a new DC PN code 
detector where the multiplication of the received 
signal and the sliding local code is executed first 
then the result is passed to the differential 
detector for further processing. The differential 
detector combined with the integrator is 
essentially a correlator. This technique performs 
differential operation at chip rate before matched 
filtering and thus yields robust acquisition 
performance in a fast Rayleigh fading channel.  

This paper is organized as follows. Section 2 
describes the proposed DC detector system 
model. The performance of the DC detector is 
analysed in section 3. In section 4, the mean 
acquisition time in serial and parallel search 
schemes are calculated using the flow-graph 
method for DC and I-Q techniques. Numerical 
results are given in section 5. The section 6 
concludes the paper. 
 

2. DC DETECTOR SYSTEM MODEL 

The receiver structure for the proposed DC 
detector system is shown in Fig. 1. It mainly 
consists of a differential detector, a integrator,  

 
and a logic decision device. This scheme first 
processes the product of received low-pass 
filtered signal and local PN code and then 
performs a complex differential process with 
one-chip time delay. After integration, if the 
received and local codes are closely correlated, 

the threshold   is exceeded and a hit is declared. 

The received signal in a flat Rayleigh fading 
channel can be expressed as 
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where cT  is the chip time; 0  is the local 

oscillator radian frequency; off  is the offset 

between the received signal and the local radian 

frequencies; )(t  is a slowly-varying carrier 

phase function which is assumed to be constant 

over three successive chips; )(tpi  is a unit square 

pulse from cTi )1(   to cT ; and   is the 

normalized received code phase offset at 0t ; 

The noise process )(tn  is AWGN with one-sided 

power spectrum density of 0N  W/Hz and is 

independent of the fading process. The if
~

 

represents the fade statistic for the thi  chip which 
is complex zero mean with correlations 
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f  is the power of the faded signal and 

0.....1 321    are the correlation coe-

fficients between fading samples. We define the 
integer  K  as  a  fading-rate  indicator  parameter 

such that 0~1 1  K . 

The integrator output is then sampled every 

cT  seconds and compared to a threshold  , 

then decisions are made. Here cT  represents 

(1) 
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code search interval with 1  a positive integer. 
Notationally, 
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for k =0,1,2,..., in which the integrator output is 

normalized by MN0 . Note that  i ii tpctc )()(   

and Ld  11  is an integer satisfying the shift-
and-add property of m-sequences, namely 

.,11 nccc dnnn   1H  and 0H  denote the 
hypotheses corresponding the in-phase cell and 
an out-phase cell, respectively. 
 

3 PERFORMANCE ANALYSIS 

In the following analysis, we consider a 
discrete time equivalent of the proposed DC 
detector. The discrete time system takes samples 

at the LPF output nx~  at a rate of LPW  
samples/second and all subsequent processing is 

in the discrete time domain. Since NTW cLP  , 
there are N samples taken in one chip interval. 

We let Nn /  , where the integer n  is given 

by   Nkn  with k ,   integers and 

 1,.....,1,0  N . The discrete time integrator 

output can be expressed as 
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where  x  denotes the smallest integer that is 

greater than x . Let us consider 1 , and define 

kNNkSNkSSkDT YYYY ,,,,  , where the signal-

times-signal term kSSY , , signal-times-noise term 

kSNY , , and noise-times-noise term kNNY ,  are 
given by 
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Note that (4) is derived by applying the shift-and-

add property and the assumption that )(t  is 

approximately constant over successive chips. 

Each chip in the sequence )(tc  is modeled as an 

independent random variable with values +1 or -
1 of equal probability. This random modeling of 

)(tc  is appropriate for 1M . We assume that 

the fading process fades much faster than the 

integrator length cMT , i.e., KM  . Here we 

choose 2 cLPTWN ; however, the analysis 
below also holds for larger values of N  when the 
SNR/chip is much smaller than one. 

Let 1M , then the principle of central-limit-
theorem can be used to simplify analysis. The 

kSSY , , kSNY ,  and kNNY ,  are treated as appro-
ximately Gaussian, which are completely charac-
terized statistically by their first two moments. 

Since kSSY , , kSNY ,  and kNNY ,  are uncorrelated, 

the mean and variance of kDTY ,  can be directly 
obtained as 
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Fig. 2  Detection performance comparison of DC 
detector to I-Q noncoherent detector for varying 

k; 210faP ; M=1024, 0~ p , 0off  and 

10000 trials for each simulation point.  
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and Np /~  . The subscript i  indicates the 

detector hypothesis: 0i  implies the 0H  
hypothesis and 1i  implies the 1H  hypothesis. 

Using the Gaussian assumption for kDTY , , the 
detection and false alarm probabilities are given 
by 
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where )(Q  denotes the Gaussian Q function. Fig. 

2 shows the performance comparison of DC 
detector to I-Q noncoherent detector. It is shown 
that the DC detector yields more than 9-10 dB 
improvement in SNR over the I-Q noncoherent 
detector. 
 

TABLE 1 

THE COMPUTATIONAL COMPLEXITY 

COMPARISON OF TWO DETECTOR SYSTEMS 

Detector 

system 

The number of 

multip licat ions 

The number 

of additions 

Noncoherent 

I-Q detector 
2(M+1) 2(M-1) 

Proposed 

DC detector 
2M (M-1) 

(M=integration interval) 
 
Table 1 lists the computational complexity of 
proposed DC and the I-Q noncoherent detectors. 
The comparison benchmark is based on the 
number of multiplication and addition operations 
needed to complete a code phase search and 
decision. It is shown that the proposed DC 
detector needs fewer number of operations than I-
Q noncoherent detector, i.e., it has faster 
execution speed and lower complexity. 
 

4. MEAN ACQUISITION TIME 

Let us consider the double-dwell system that 
has two modes: search mode in first dwell and 
verification mode in second dwell. If the test 
samples exceed a threshold in the search mode, 
then the verification mode will be performed. In 
the verification mode, the coincidence detection 
algorithm of [3] is employed (i.e., a majority 
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logic-type decision strategy) for all systems. The 
acquisition is declared if B out of A test samples 
exceed another threshold, or else the system will 
go back to the search mode until when the 
acquisition is declared. 

The mean acquisition time can be calculated 
using the flow-graph method in [8] and [9]. Fig. 
3 shows the state transition diagram of double-
dwell serial search scheme. The state transition 
diagram of double-dwell parallel search scheme 
is shown in Fig. 4. 

From Fig. 3, it can be shown that 
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In Fig. 4, that parameters are given by 
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where J  is the penalty factor. The mean 
acquisition time for a double-dwell serial search 
system can be expressed as 
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where q  is the total number of decision samples, 

d  is the dwell time, AMK 1 , JMT 1 , 

21 ddD PPP   and 21 ffF PPP  . Similarly, the 

mean acquisition time for a double-dwell parallel 
search system can be expressed as 
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Fig. 3 The state transition diagram of double-
dwell serial search scheme. 
 

 
Fig. 4 Simplified state transition diagram of 
double-dwell parallel search scheme.  
 

5. NUMERICAL RESULTS 

In this section, both serial-search and parallel-
search rapid acquisition systems employing the 
double-dwell DC detection system are compared 
with I-Q noncoherent detection system based on 

mean acquisition time performance. We let pN  

denote the number of parallel branches, each with 

an integrator of length cTcTPM
PN

L 1
  seconds, 

in the search detector. We also denote cMT  as 
the integrator length for the serial systems. We 
use the same assumption for all system schemes, 

namely, 1) there is only one 1H  cell and 0p  , 

2) all samples are inde-pendent, 3) 5.0 , 4) 

 )(t , 5) 1PM  and 1M  such that the 

correlation of the received and local codes yields 

zero when they are not in-phase, 6) KMP   
and KM   such that the Markovian nature of 
the acquisition process is approximately 
sustained, and 7) the uncertainty region is the full 
code length L . Based on these assumptions, the 
analytical formulas for evaluating mean 
acquisition time in  (22)  and  (23) can be directly  

(15) 
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Fig. 5  Acquisition performance of serial DC 
acquisition systems for varying A and B  with 

2N , 5.0 , 0~ p , 0ˆ off , cTJ 610 , and 

1212 L . 

 
Fig. 6  Acquisition performance comparison of  

all systems, with 8pN , 512pM  for parallel 

system, 2N , 8.0 , 5.0 , 0~ p , 0ˆ off , 

cTJ 610 , and 1212 L . 
 

applied. The thresholds 1  and 2  are selected 

numerically to minimize the mean acquisition 
time for each value of SNR/chip.  

Fig. 5 illustrates the performance of serial DC 
system for varying A and B. As the figure 
indicates, the serial DC system does not benefit 
when A and B are increased. 

Contrary to the DC system, increasing A and B 
for the parallel I-Q system in the verification 
mode can obtain better performance. 

Fig. 6 illustrates the performance results when 
the receiver is perfectly aligned with the received 
signal. It is seen that the proposed DC system has 
better performance than the I-Q noncoherent 
system.  Fig. 7  illustrates the performance results  

 
Fig. 7  Acquisition performance comparison of  

all systems, with 8pN , 512pM  for parallel 

system, 2N , 8.0 , 5.0 , 0~ p , 

 lnˆ off , cTJ 610 , and 1212 L . 

 
when the receiver is tuned to the transmitted 
carrier frequency, in this case, the frequency 

offset is due to Doppler and thus  lnˆ off . In 

a mobile environment, the MF length M  can not 
be increased arbitrarily, therefore, the values of 

M  and pM  are assumed to be within the 

maximum allowed practical limitation. 
As both figures indicate, the I-Q system is 

much more sensitive than the proposed DC 
system in fading environment. Furthermore, the 
proposed DC system significantly outperforms 
the I-Q system when the channel fades fast. 
 

6. CONCLUSIONS 

In this paper, a novel DC has been proposed 
for DS-CDMA code acquisition in a fast 
Rayleigh fading channel. Numerical results have 
shown that the DC detector significantly 
outperforms the conventional I-Q noncoherent 
detector in the fast varying environments. 
Specifically, the DC detector yields more than 9-
10 dB improvement in SNR over the I-Q 
noncoherent detector. 

For the computational complexity, the 
proposed DC detector needs fewer number of 
multiplication and addition operations than I-Q 
noncoherent detector, i.e., it has faster execution 
speed and lower complexity. The ease of 
hardware implementation is also a remarkable 
advantage. 
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