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Abstract—  Face is the most common biometric 

used by humans, its applications range from 

static, mug-shot verification to a dynamic, 

uncontrolled face identification in a cluttered 

background. The main objective of this paper 

is to construct an effective human face 

identification system. The presented algorithm 

combines the scaling process, histogram 

equalization process, wavelet transform 

process, two dimensional principal component 

analysis (2DPCA) process, and support vector 

machine (SVM) methods to construct a human 

face identification algorithm. In the presented 

algorithm, the size normalized and histogram 

equalized human face images are divided into 

smaller sub-images by the wavelet 

transformation, the 2DPCA scheme is applied 

on LL sub-images to extract the features of 

human face image, and the SVM classifier is 

used to do the final identification. The 

experimental results show that the presented 

algorithm has good efficiency for human face 

identification. 
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1. INTRODUCTION 

The rapidly increasing commercial, 

law-enforcement applications and accessibility of 

practical technologies have caused the evolution 

of computer vision research [1, 2]. Face 

identification is one of the most distinguished 

achievements in human vision. Although the face 

accuracy rate of identification is less than the 

IRIS, fingerprint identification, but due to its 

non-invasive characteristic, audience 

characteristics, most intuitive way, so that the 

face identification is the most likely be accepted 

way in biometric recognition. Face identification 

is a popular research area of computer vision 

research; it has grown into wide range of 

commercial products from small size research 

system. Face identification is one of the 

biometric applications, in which a user‘s identity 

is identified automatically based on the face 

database. The face database contains templates 

that are used to identify corresponding customers. 

An unknown customer‘s identity will be 

determined by using the templates‘ similarity 

matching. On the other hand, the progressive 

machine visual learning technique has confident 

police and national defense to set surveillance 

systems at migration hot spots to automatically 

identify customers [3, 4]. 

There are two categories in face identification 

technologies: global scheme and 

component-based scheme [5]. In the global 

scheme, a single feature vector of the whole face 

region is used as the input of the identification 

system. Global schemes work well for classifying 

frontal views of faces. But, they are not robust 

against pose changes since global features are 

very sensitive to translation and rotation of the 

human face. To overcome this problem, an 

alignment stage is always added before 

classifying the face. The component-based 

scheme is to classify local facial components [6, 

7]. It captures and utilizes maximum variance 

across the training images to find a basis vector 

which is the most compact representation of the 

face. The PCAs extracted from the face image 

can be used as the project training data and the 

testing data in lower dimensional face templates. 

The component-based techniques also work well 

in identifying human faces that have different 

poses, and allow a flexible geometrical relation 

between the components in the identification 

stage[ 8, 9]. 

The discrete wavelet transform (DWT) is a fast, 

linear, invertible and orthogonal operation. DWT 

is suitable for the analysis of non-stationary 
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signals since it allows simultaneous localization 

in time and in scale, it also decomposes the input 

signal into high and low frequency components 

in different resolutions [10, 11]. And, the PCAs 

of a human face image can be easily extracted 

from the DWT coefficients of the human face 

image. 

In 1995, Vapnik first introduced a 

neural-network algorithm called support vector 

machine (SVM), which is a novel learning 

machine based on statistical learning theory [12- 

14]. The SVM possesses outstanding advantages; 

(a) the strong theoretical basis provides with high 

generalization capability and avoids over fitting, 

(b) the global model can deal with 

high-dimensional input vectors efficiently, (c) the 

solution is light and only a subset of training 

samples contributes to this solution, thus 

reducing the workload [14].During recent years, 

due to SVM ‗s high generalization performance 

and its attractive modeling features , SVMs have 

received increasing attention in area of pattern 

identification [15]. In this paper, we present the 

implementation of support vector machine neural 

network (SVMNN) to identify human faces using 

features provided by PCA. The BPNN we 

proposed has been proven to be better than 

Euclidean distances. 
To explore the utility and demonstrate the 

efficiency of the proposed scheme, simulations 

under various conditions are conducted. The 

experiment results show that our proposed 

scheme is an efficiency scheme for human face 

identification. The remainder of this paper is 

organized as follows: In Section 2, human face 

identification algorithm is presented. Empirical 

results are presented in Section 3. Finally, Section 

4 concludes this paper. 

2. HUMAN FACE IDENTIFICATION 

ALGORITHM 

This paper presented a way to construct the 

human face identification algorithm to identify 

the customer‘s identification from an input color 

image. Figure 1 is the flow chart of presented 

human face identification system. At the 

beginning of the process, the input R G B color 

block images are respectively normalized with 

64*64 pixels square and are transformed into the 

YIQ domain. The Y component images Y are 

then equalized to Y‘ to enhance the image‘s 

contrast and are transformed into DWT domain  

by a wavelet. Figure 2 shows an original color 

human face image, the three corresponding YIQ 

component images, and the equalized Y 

component image. Figure 3 shows an equalized 

Y component image and the lower resolution 

reference image LL and their associated detail 

images LH, HL, HH. The system takes the PCAs 

from the images LL, LH, HL, and HH. Finally, 

these PCAs are divided into training set and 

testing set, and are fed into the SVM to train the 

SVM classifier and use the trained SVM 

classifier to do the identification for the testing 

set. The detail processions are described in the 

follows. Figure 4 shows the LL image of a 

human face and several corresponding PCAs. 

 

     

 (a)      (b)       (c)      (d)      (e) 

 

Figure 2. Input image, (a) Original color human 

face image, (b) Y component, (c)I component, 

(d)Q component, (e)Y component after histogram 

equalization 

 

 

     
(a)      (b)     (c)      (d)      (e) 

 

Figure 3. DWT image, (a) original Y component 

after histogram equalization, (b) LL component, 

(c)LH component, (d)HL component, (e)HH 

component. 

 

 

     
(a)      (b)     (c)      (d)      (e) 

Figure 4. The LL image of a human face and its 

several corresponding PCs. (a)LL image, 

(b)PCA1 image, (c)PCA2 image,  (d)PCA3 

image,  (e) sum image of PCA1+PCA2+PCA3 
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Figure 1.The flow chart of presented human face identification system. 

 

2.1. Color Mapping RGB to YIQ 

The red, green and blue (RGB) are three 

dimensions of illumination spectrum. They are 

enough to compose any color adequately, 

although the spectrum of illumination is infinite 

dimensional [16]. The image in RGB color space 

is not suitable for image processing applications, 

because the image in RGB color space is highly 

correlated. Other color models like as HIS, 

L*a*b*, YIQ, YUV, and YCbCr are suitable for 

image processing applications, they are the 

reducing redundancy models of the image in 

RGB color space, obtained by some color 

transform. A common alternation to the RGB 

representation of an image is the YIQ 

representation. The YIQ representation of an 

image is the standard model in the television 

transmission. The YIQ representation of an image 

obtained from the RGB representation of an 

image is given by equation (1),       
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where Y is the luminance or brightness which 

refers to color density, I is the hue which is the 

dominant such as orange, red or yellow, and Q is 

the saturation or depth which is the amount of 

white light mixed with a hue of color. The 

equation (2) is the inverse transformation of 

equation (5), to transfer the image in YIQ planes 

back into the RGB planes. 

Most energy of a YIQ image is concentrated in 

Y plane so that the Y component of an image can 

represent that image, and we can extract the 

whole features of that image from its Y 

component. In this paper, we take the Y 

component of input human face image and take 

the wavelet transformation on the taken Y 

component. 

2.2. Histogram Equalization 

Histogram equalization is a popular image 

processing technique that is used to enhance the 

contrast of an image. Histogram equalization 

redistributes the gray levels within an image such 

that every gray level is almost equally to occur. 

The procedure of histogram equalization is to 

find a mapping function that maps the probability 

density function (PDF) of an image‘s histogram 

into a uniformly distributed PDF. The input 

image is then scanned pixel by pixel and the 

mapping function maps the gray levels of each 

pixel to produce a histogram equalized image. 

The brightness and contrast of the histogram 

equalized images will be increased and 

standardized such that the features of the image 



AIT 2010 

2010 International Conference on Advanced Information Technologies (AIT) 

are observable. In this paper, we take the 

histogram equalization on the Y component 

image of the input human face image to 

standardize Y image‘s histogram distribution to 

improve the accuracy of face identification 

subjected to varying illumination. 

2.3. Discrete Wavelet Transform 

The discrete wavelet transform (DWT) is a fast, 

linear, invertible and orthogonal operation, just 

like the Discrete Fourier transform (DFT). The 

basic idea lying under the discrete wavelet 

transform is to define a time-scale representation 

of a signal (unlike Short Time Fourier Transform 

(STFT) which defines a time-frequency signal 

representation) by decomposing it onto a set of 

basic functions, called wavelet. Wavelets are 

obtained from a single prototype wavelet, called 

mother wavelet, by dilations and contractions, 

that is, scaling, and shifts [17, 18]. DWT is 

suitable for the analysis of non-stationary signals 

since it allows simultaneous localization in time 

and in scale, unlike STFT which uses fixed 

time-frequency resolution and thus allows 

localization only in time or in frequency. 

Application of DWT results in a multilevel 

decomposition of the input signal into high and 

low frequency components in different 

resolutions according to the number of levels 

employed, as shown in Figure 5 (a). Let H () 

and G() be a lowpass and highpass filter, 

respectively, 

  )3( jk
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They satisfy the orthogonality condition: 
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That are necessary for reconstruction capabilities of the 

transform.  

The filters H() and G() are also known as 

quadratic mirror filters. A signal xncan be 
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Fig. 5 (a) multi-level 1D wavelet decomposition. 

(b) Multi-level 1D wavelet reconstruction. 

 

which correspond to convolutions followed by 

down sampling by 2, as can be seen in figure 5 

(a). kh  and kg  are the impulse responses of 

the lowpass and highpass filters, respectively. 

Index j spans the number if decomposition 

levels and lies in the range ]1,0[ L , where 

1L  represents the index of the high resolution 

level of the transform and 0 represents the index 

of the low resolution level. KLc ,1  is equal to 

the input signal  kx . The coefficients 

kLkLkkk ddddc ,,1,1,0,0 ,,,,,  are called the DWT 

wavelet coefficients of  nx . kc ,0 is the lowest 

resolution component of  nx  containing 

lowpass, ‘smooth‘ information and kjd , are the 

detail coefficients of  nx  at various bands of 

frequencies. The signal  nx can now be 

reconstructed from its DWT coefficients by 

considering the recursive formula: 

   
n n

kjknkjknnj dgchc ,12,12, (8) 

The reconstruction process is illustrated in 

Figure 5.(b) and defines the inverse discrete 

wavelet transform (IDWT). This time, sampling 

precedes filtering at each level of the transform. 

It is obvious that, in the discrete case, DWT and 

IDWT can be implemented by two-channel 

tree-structured filter banks (Figure 5). The 

discrete wavelet transform does not have a single 

set of basis functions. There are many families of 

wavelets, the most known of them being the Haar 

and the Daubechies wavelets. For example, the  
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Fig.6 Three level DWT hierarchical decomposition of an image 

 

frequency responses H() and G() of the Haar 

wavelet filters are given by: 
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The two-dimensional discrete wavelet 

transform and its inverse are extensions of the 

one-dimensional transform. They are simply 

implemented by using one-dimensional DWTs 

and IDWTs along each dimension 

n and m separately: 

       )11(,, mnxDWTDWTmnxDWT mnmn   
  

In this way, separable two-dimensional filters 

are only considered. Each level is characterized 

by tree detail coefficient components 

representing the horizontal, vertical and diagonal 

edges of the input image. The lowest level 

consists of the low-resolution lowpass version of 

the image. 

The wavelet transform decomposes a signal 

into many bands of energy, which are sampled at 

different rates. Their rates are determined so as to 

maximally preserve the informational content of 

the signal while minimizing the sample rate or 

resolution of each sub-band. Furthermore, 

Wavelet attempts to maximize the precision of 

representation in both time and frequency domain. 

The discrete wavelet transform (DWT) is used to 

hierarchically decompose an image into a lower 

resolution reference image LL and their 

associated detail images LH, HL, HH. At each 

level, the LL image and the LH, HL, HH images 

contain the information needed to reconstruct the 

reference image at the next higher resolution 

level. In applications, the host image is usually 

transformed by DWT to obtain a multi-resolution 

representation as shown in the Fig. 6. 

2.4. Two Dimensional Principal 

Component Analysis 

Principal component analysis (PCA) is a 

classical technique; it is an optimal linear 

transformation that transforms the original data 

space to an orthogonal eigenspace with 

preserving the global geometric structure of data 

well in a low-dimensional space.  
In the PCA-based face representation and 

recognition schemes, the two dimensional face 

image matrices have to be firstly transformed into 

one dimensional image vectors row by row or 

column by column [19]. To transform two 

dimensional matrices into one dimensional 

vectors frequently leads to a high-dimensional 

vector space such that it is more difficult to 

calculate the covariance matrix accurately, 

because its large size [20]. On the other hand, to 

find the eigenvectors from a large size covariance 

matrix is highly time-consuming. A technique 

called two-dimensional principal component 

analysis (2DPCA) [20] was recently proposed for 

overcoming those problems. The 2DPCA directly 

finds eigenvectors of the covariance matrix 

without matrix-to-vector conversion. The 

2DPCA finds the covariance matrix and the 

corresponding eigenvectors more accurately 

more efficiently than PCA, due to the fact that 
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the size of the image covariance matrix is equal 

to the size of each element matrix of the data set, 

which is very small compared to the size of a 

covariance matrix in PCA. There are two kinds of 

2DPCA; the horizontal 2DPCA and the vertical 

2DPCA. The detail steps of 2DPCA are described 

as follows. 

2.4.1. Horizontal Two Dimensional 

Principal component analysis 

Step 1: Consider the two dimensional data A with 

m rows and n columns,  
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Step 2: Calculate the mean row of matrix A using 

the following equation,  
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row vector of matrix A. 
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Step 4:Calculate the Covariance Matrix of the  

difference matrix. 

)15(C T   

Step 5: Calculate the eigenvalues i , 

j=1,2,…,n,of the covariance matrix by solving 

the following  characteristic equation, 

)16()det(0

21

22212

11211





























nnnn

n

n

i

CCC

CCC

CCC

C









 

Step 6: Calculate the corresponding eigenvectors 

 jnjjj aaaa ,,, 21 
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, j=1,2,…n, of the 

eigenvalues i , j=1,2,…,n, by solving the 

following equations system,0=(C- i I). 
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Step 7: Sort eigenvectors in the order of their 

eigenvalues. Discard useless Eigenvectors (Take 

the first d eigenvectors as principle components if 

the input dimensionality is to be reduced to d.). 

Step 8: Find the horizontal 2DPCA by 

multiplying the eigenvectors with matrix A 

(Project the input data A onto the principle 

components, which forms the representation of 

input data.). 
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2.4.2. Vertical Two Dimensional Principal 

component analysis 
Step 1: Consider the two dimensional data A with 

m rows and n columns, 
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Step 2: Calculate the mean column of matrix A 

using the following equation,  
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column vector of matrix A. 
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Step 6: Calculate the corresponding eigenvectors  
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Fig. 7 The structure of support vector machine 
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 , j=1,2,…n, of the 

eigenvalues i , j=1,2,…,n, by solving the 

following equations system,0=(C- i I), 
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Step 7: Sort eigenvectors in the order of their 

eigenvalues. Discard useless Eigenvectors (Take 

the first d eigenvectors as principle components if 

the input dimensionality is to be reduced to d.). 

Step 8: Find the horizontal 2DPCA by 

multiplying the eigenvectors with matrix A 

(Project the input data A onto the principle 

components, which forms the representation of 

input data.). 

)25(,,1, qkaAY k

T 


  

The entire face image is considered in the 

2DPCA method; hence large variation in 

illumination will affect the identification rate 

greatly. So, we divide the original human face 

image into sub-images by DWT to improve the 

identification rate. In this paper, all the input 

human face images were normalized and cropped 

to a size of 6064  pixels. The sub-images of 

an input human face image are the resolution 

reference image LL and the associated detail 

images LH, HL, HH obtained from the discrete 

wavelet transformation of the input human face 

image. The size of each sub-image is 3032  

pixels. These sub-image LL was considered for 

computing 2DPC vector and training the SVM 

classifiers.  

2.5. Support Vector Machine 

The SVM possesses outstanding advantages; (a) 

the strong theoretical basis provides a high 

generalization capability and avoids over fitting, 

(b) the global model can deal with 

high-dimensional input vectors efficiently, (c) the 

solution is light and only a subset of training 

samples contributes to this solution, thus 

reducing the workload .The structure of the SVM 

is showed in figure 7. 

Consider a training data set 
N

ii

i yxT 1

)( )},{( 


, 

RyRx i

ni  ,)(
, where 

)(ix


 is a vector of 

input variables and iy
is the corresponding scalar 

output (target) value. The objective over here is 

to construct a SVM model such that it can 

accurately predict the outputs, 
N

iiy 1}{  corresponding to the input 

vectors
N

i

ix 1

)( }{ 


. With this objective, the linear 

SVM formula can be given as  

)26()()( bxwxf 


,    

where f is the SVM formula to be built, w  the  

weight vector in feature space,   is the 

transformation function that transfer input vectors  
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into the high dimension feature space, )(xw


   

is the inner product of w and )(x


 , and b is the 

bias (constant). In this paper, the chosen kernel of 

the SVM is exponential radial based function 

(RBF) kernel which is expressed 

as
           2jiji 2/xxexpx,xK 


 , 

where the kernel width σ is taken to be one, the 

penalty parameter C is taken as infinity, and the 

insensitivity value is set to 0.01. 

3. EXPERIMENT RESULTS 

For our experiments, we took a set of color 

images of human face. The image set consists of 

24 people, 6 images of each person, each image 

of a person is frontal view of human face taken at 

a different illumination, different facial 

expressions etc. The normalized image‘s size is 

32*30. These images are divided into two sets; 

training set and testing set, respectively. Figure 2 

shows several sample images taken from the 

experimental database. 

      
(a) 

      
(b) 

      
(c) 

Figure 8. Sample images taken from the 

experimental database, (a) gray face image of a 

person in different pose, (b) the corresponding 

images after scaling and equalization (c) the 

corresponding eigenface. 

 

The above database of human face images is 

conducted to test the performance of 2DPCA 

algorithm for varying number of eigenvectors, for 

different measure matrices, for horizontal 

2DPCA and vertical 2DPCA. Table1 is the table 

of the performance comparison using the 

Euclidean distance measure matrix. Table1 

shows the performance of the presented 2DPCA 

identification algorithm for varying number of 

training images and varying number of 2DPC. 

Table 1 shows that; (1) more eigenvectors will 

increase the identification rates, (2) the 

identification rate using horizontal 2DPCA is 

higher than that using vertical 2DPCA. 

Table2 is the table of the performance 

comparison that the human face images are 

processed with normalization and histogram 

equalization. Table 2 also shows that; (1) more 

eigenvectors will increase the identification rates, 

(2) the identification rate using horizontal 

2DPCA is higher than that using vertical 2DPCA 

Table3 is the table of the performance 

comparison using the cosine similarity measure 

matrix. Table 3 shows the performance of the 

presented 2DPCA identification algorithm for 

varying number of training images and varying 

number of 2DPC. Table 1 shows that; (1) more 

eigenvectors will increase the identification rates, 

(2) the identification rate using horizontal 

2DPCA is higher than that using vertical 2DPCA. 

(3) The identification rate using Euclidean 

distance measure matrix is higher than that using 

cosine similarity measure matrix. 

Table 4 is the table of the performance 

comparison that using the weighted H2DPCA 

and the human face images are processed with 

normalization and histogram equalization. Table 

4 shows that; (1) more eigenvectors will increase 

the identification rates, (2) the identification rate 

using 5 training image for each person is 95.8%, 

and is independent of the weight of each H2DPC. 

Table 5 is the table of the performance 

comparison that using two weighted V2DPCs 

and the human face images are processed with 

normalization and histogram equalization as the 

preprocessing. Table 5 shows that; (1) more the 

number of training images will increase the 

identification rates, (2) the identification rate 

using 5 training image for each person may 

increase to 95.8%, while the weight of the first 

V2DPC is less than 0.6. 

The advantage for the human face 

identification based on 2DPCA and SVM is that 

it does not require detecting the specific features 

of human face like as eyes, nose, eyebrows, teeth, 

and mouth. The 2DPCA based algorithm is not 

high effective under the various illumination 

conditions, because it considers the whole 

information of each face image and represents 

them with a vector of weights. The weight 

vectors of the test image will vary largely from 

the weight vectors of the training images with 

normal illumination such that it is hard to 

recognize them correctly. 
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Table 1 

The performance comparison using the Euclidean distance measure matrix 

Type and No. of 2D 

Principal 

Component 

Horizontal 

1PC 

Vertical 

1PC 

Horizontal 

2PC 

Vertical 

2PC 

No. of Training 

images 
3 4 5 3 4 5 3 4 5 3 4 5 

No. of Testing 

images 
3 2 1 3 2 1 3 2 1 3 2 1 

No. of Correct 54 39 22 50 38 16 57 39 21 35 38 20 

No. of incorrect 18 9 2 22 10 8 15 9 3 37 10 4 

Identification 

Rate(%) 
75 81 92 69 79 67 79 81 88 49 79 83 

 

 

Table2 

The table of the performance comparison that the human face images are processed with 

normalization and histogram equalization. 

Type and No. of 

2D Principal 

Component 

Horizontal 

1PC 

Horizontal 

2PC 

Vertical 

1PC 

Vertical 

2PC 

No. of Training 

images 
3 4 5 3 4 5 3 4 5 3 4 5 

No. of Testing 

images 
3 2 1 3 2 1 3 2 1 3 2 1 

No. of Correct 38 27 23 38 27 22 40 35 16 54 35 16 

No. of incorrect 34 21 1 34 21 2 32 13 8 18 13 8 

Identification 

Rate(%) 
52.7 56 95.8 52.7 56 91.6 55.5 72.9 66.6 75 72.9 66.6 

 

 

Table3 

The table of the performance comparison using the cosine similarity measure matrix 

No. of 

Training 

images 

3 4 5 

Type of 2D 

Principal 

Component 

Horizontal Vertical Horizontal Vertical Horizontal Vertical 

No. of PCs 1 2 1 2 1 2 1 2 1 2 1 2 

No. of 

Correct 
7 59 9 44 5 41 26 30 12 21 16 17 

No. of 

incorrect 
65 13 63 28 43 7 22 18 12 3 8 7 

Identification 

Rate(%) 
9 81.9 12.5 61 10 85 54 62 50 87.5 66 70.8 
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Table 4  

The table of the performance comparison that using the weighted H2DPCA and the human face 

images are processed with normalization and histogram equalization. 

Number 

of 

training 

images 

Weight of  

the1st pc 
0.1 0.2 0.3 0.4 0.6 0.7 0.8 0.9 

Weight of  

the 2nd pc 
0.9 0.8 0.7 0.6 0.4 0.3 0.2 0.1 

3 

No. of 

Correct 
45 45 45 45 32 32 32 32 

No. of 

incorrect 
27 27 27 27 40 40 40 40 

Identification 

Rate(%) 
61 61 61 61 44 44 44 44 

4 

No. of 

Correct 
33 33 33 33 26 26 26 26 

No. of 

incorrect 
15 15 15 15 22 22 22 22 

Identification 

rate 
68.7 68.7 68.7 68.7 54 54 54 54 

5 

No. of 

Correct 
23 23 23 23 23 23 23 23 

No. of 

incorrect 
1 1 1 1 1 1 1 1 

Identification 

Rate(%) 
95.8 95.8 95.8 95.8 95.8 95.8 95.8 95.8 

 

Table 5  

The table of the performance comparison that using the weighted V2DPCA and the human face 

images are processed with normalization and histogram equalization. 

Number 

of 

training 

images 

Weight of  

the1st pc 
0.1 0.2 0.3 0.4 0.6 0.7 0.8 0.9 

Weight of  

the 2nd pc 
0.9 0.8 0.7 0.6 0.4 0.3 0.2 0.1 

3 

No. of 

Correct 
46 46 46 46 48 48 48 48 

No. of 

incorrect 
26 26 26 26 24 24 24 24 

Identification 

Rate(%) 
63.8 63.8 63.8 63.8 66.6 66.6 66.6 66.6 

4 

No. of 

Correct 
33 33 33 33 36 36 36 36 

No. of 

incorrect 
15 15 15 15 12 12 12 12 

Identification 

Rate(%) 
68.7 68.7 68.7 68.7 75 75 75 75 

5 

No. of 

Correct 
23 23 23 23 20 20 20 20 

No. of 

incorrect 
1 1 1 1 4 4 4 4 

ID Rate(%) 95.8 95.8 95.8 95.8 83 83 83 83 
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4. CONCLUSION 

Human face identification system can 

automatically identify a customer‘s identification; 

it has grown into wide range of commercial 

products and has confident police and national 

defense to set surveillance systems at migration 

hot spots to automatically identify customers. 

This paper combines the histogram equalization, 

wavelet transform, two dimensional principal 

component analysis (2DPCA), and support vector 

machine (SVM) methods to construct a human 

face identification algorithm. To explore the 

utility and demonstrate the efficiency of the 

proposed scheme, simulations under various 

conditions are conducted. The experiment results 

show that the presented algorithm is an efficiency 

scheme for human face identification. The 

advantage of the present algorithm is that it does 

not require detecting the specific features of 

human face like as eyes, eyebrows, nose, and 

mouth etc. Traditional PCA is not always high 

effective under the various illumination 

conditions; the presented algorithm uses the 

histogram equalization and principal component 

normalization to improve it. 
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