
A Robust Three-Dimensional Model Watermarking 
Algorithm Based on Connected Vertices Clustering 

and Star Topology 
 

Chen-Chung Liu1, Pei-Chung Chung2 
National Chin-Yi University of Technology, Department of Electronic Engineering 

No.35, Lane215, Sec.1, Chung-Shan Rd., Taiping City, Taichung County 411 Taiwan, R.O.C. 
1ccl@ncut.edu.tw 

2iam.abaw@gmail.com 
 
Abstract—  Nowadays, with the fast 
development of internet and the rapid 
development of digital media information 
processing and content distribution, 3D 
models are easy to transmit and duplicate 
unauthorized reproduction to become a 
serious problem. The intellectual properties 
protection of 3D model is necessary and not 
negligible. The problems of the 3D model 
watermarking scheme are only small amount 
embeddable space and not robust enough.  

This paper proposes a cluster algorithm 
based on vertices connectivity and the 3D 
model reconstruction with star- topology to 
construct a robust watermarking scheme for 
3D model. In the proposed scheme, the center 
of each star- topology is selected to be a 
candidate vertex and several no overlapped 
edges are selected as the candidate edges for 
watermark embedding. There are three 
advantages compare with other methods: (A) 
The secret image has very high security 
owing to using chaotic mechanism to scatter 
the watermark. (B) The result host 3D model 
after watermark embedding possesses 
excellent imperceptibility without noticeable 
degradation. (C) The watermarks embedded 
in the 3D models are robust against the 
similarity transformation attacks and the 
cropping attack.  
 
Keywords— 3D model, watermark, cluster, 
star- topology. 

1. INTRODUCTION 

Nowadays, with the fast development of 
internet and the rapid development of digital 
media information processing and content 
distribution, digital information is easy to 
transmit and duplicate unauthorized 

reproduction becomes a serious problem. There 
is an urgent demand for techniques to protect the 
copyright of the original digital data and to 
prevent unauthorized duplication or tampering. 
Generally there are two good technologies for 
the intellectual property and copyright 
protection; cryptography and watermarking.  

The cryptography technology cut off the 
access of the unauthorized person after the 
multimedia information is encrypted [1- 5]. 
However, it cannot prevent the unlawful action 
of an authorized person and cannot solve the 
problem that some copyright owners assert their 
ownerships for one content. To solve the 
problems of the cryptography, there have been 
much researched in watermarking technology, 
which is the end-step in information security 
and protects the copyright of owner by 
embedding the watermark into the multimedia 
information. A lot of research has been carried 
out to protect the copyright protection of image, 
video, and audio. Digital watermarking is a 
technique designed to hide information in a 
certain type of digital data. 

Embedded watermarks can be used to 
enforce copyright, data authentication or to add 
information to the data. Ideally, the watermark 
should not interfere with the intended purposes 
of the data. In last decades, most of the research 
on watermarking has concentrated on audio 
signals, images, or video sequences [6- 9].  The 
watermarking algorithm for 3D models are few 
because the watermarking technique for 3D 
model has many difficulties for the following 
reasons: (A) compared with images, only a 
small amount of data (ie. vertices) is available 
for watermark embedding; (B) no unique 
representation nor implicit ordering of 3D 
model data exists; and (C) no robust 
transformation field could be used to embed 
watermark [10]. In recent years, 3D graphic 



models, such as VRML, MPEG-4, and 3D 
geometrical CAD, have become very popular 
leading the development of 3D watermarking 
algorithms to protect the copyright of 3D 
graphic models [11]. Ohbuchi [12] proposed 
several watermarking algorithms for 3D models: 
triangle similarity quadruple (TSQ) embedding 
algorithm, tetrahedral volume ratio (TVR) 
embedding algorithm, and mesh density pattern 
embedding algorithm. However, these 
algorithms are not sufficiently robust against 
attacks. Beneden [13] also described a 
watermarking system that is based on affine 
registration of meshes in order to compensate 
for affine transformations and used it in the 
watermarking detection procedure. Although 
this algorithm is robust against the 
randomization of points, mesh altering, and 
polygon simplification, it is not robust against 
cropping attacks. Kang kang Yin et al. [14] 
proposed a new mesh watermarking scheme for 
triangular meshes. In their scheme watermark 
information is embedded into a suitable coarser 
mesh which consists of the low-frequency 
components. The scheme is not robust against 
crop operation.  

The term “cluster” is an unusual 
aggregation of events that are grouped together 
in time or space [15]. Cluster analysis is one of 
the basic tools for exploring the underlying 
structure of a given data set. The primary 
objective of cluster analysis is to partition a 
given data set of multidimensional vectors 
(patterns) into so-called homogeneous clusters 
such that patterns within a cluster are more 
similar to each other than patterns belonging to 
different clusters. Cluster seeking is very 
experiment-oriented in the sense that cluster 
algorithms that can deal with all situations are 
not yet available; each approach has its own 
merits and disadvantages [16]. Further 
information on clustering and clustering 
algorithms can be found in the literature [17- 
20]. Clustering has been applied in a wide 
variety of engineering and scientific disciplines 
such as medicine, psychology, biology, 
sociology, pattern recognition, and image 
processing. We believe that clustering for 3D 
model vertices will have much effect in the 3D 
model watermark. In this proposed, we develop 
a cluster algorithm based on vertices 
connectivity and the 3D model reconstruction 
with star- topology to construct a robust 

watermarking scheme for 3D model. 
To explore the utility and demonstrate the 

efficiency of the proposed scheme, simulations 
under various conditions are conducted. The 
experiment results show that our proposed 
scheme is a robust watermarking scheme for 3D 
model. The remainder of this paper is organized 
as follows: In Section 2, reference point and 
candidate vertices finding. In Section 3, the 
watermark embedding algorithm is presented. 
The watermark extraction process from the host 
3D model is illustrated in Section 4. Empirical 
results are presented in Section 5. Finally, 
Section 6 concludes this paper. 

2. WATERMARK EMBEDDING 

A robust watermarking scheme for 3D 
models must be extremely secure without 
reducing the visual quality of the host 3D model, 
and the embedded watermark must be robust to 
against the attacks. In order to construct a 
superior watermarking algorithm for 3D model, 
several schemes are used in this paper to 
achieve the goal. The overall watermark 
embedding process is shown in Fig.1.  

For enhancing the security of embedded 
watermark, the two dimensional white- black 
watermark W is first arranged into a binary 
sequence, S, using arranging watermark scheme 
(AWS). The binary watermark sequence is 
hashed into four hashed watermark 
sequences,  ሼmሽ୧, i ൌ 1,2,3,4 , by chaotic 
mechanism (CM) using 4 pseudo random 
sequences {PNs} generated by 4 private 
keys  ሺKey୧, i ൌ 1,2,3,4ሻ , respectively [21]. The 
proposed algorithm combines {mሽ୧, i ൌ 1, 2,3 to 
form a sequence of three bits radix 2 
number,ሼሺmଵ mଶ mଷሻሽଶ , and then converts the 
sequence of three bits radix 2 numbers to the 
sequence of decimal (radix 10) 
numbers, ሼDሽଵ , 0  Dଵ ൌ ሺmଵ mଶ mଷሻଶ  7.  

On the other hand, the proposed algorithm 
finds the feature vertex, the feature triangular 
mesh, and the feature edge for the host 3D 
model X. Then, the proposed algorithm 
translates and rotates the host 3D model X into 
the standard pose; the feature vertex is coincided 
with the original point of the Cartesian 
coordinate system, the feature edge is lying on 
the positive x-axis of the Cartesian coordinate 
system, and the feature triangular mesh is lying 
on the first octant of the Cartesian coordinate 



system. The weight of each vertex of the 
calibrated 3D model is then calculated. At the 
same time, the host 3D model with is 
discomposed into several sub-models (clusters) 
according the connectivity structure of vertices 
of the host 3D model. The vertex that has the 
maximum weight in a cluster is assigned as the 
center of the first star- topology element of that 
cluster. Then, the algorithm reconstructs each 
cluster, respectively, with star- topology 
elements expanded from the first star- topology 
element of each cluster.  

Some edges of the host 3D model are 
collected as the candidate edges for watermark 
embedding. These candidate edges are selected 
by the pseudo random sequence ሼPNୣሽ , the 
current element of ሼPNୣሽ and the corresponding 
element of ሼDሽଵ  are embedded into the 
selected edge one by one until all the elements 
of ሼPNୣሽ are used. Then, the center vertex of 
each star topology element is collected and 
arranged into a sequence {νୡ} according to their 
weights. The vertices for watermarking are 
selected from {νୡ} by taking the elements of 
ሼPN୴ሽ as the subscripts of the elements of {νୡ}. 
The corresponding element of  ሼmሽସ  is 
embedded into the selected vertices one by one 
until all the elements of ሼPN୴ሽ are used. The 
detail descriptions of each block of the proposed 
watermark embedding algorithm are described 
in the follows.  
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Fig. 1.  The flow chart of watermark 
embedding. 

2.1 PN Sequence 

PN sequence is a sequence with no 

repeating elements, for example a type two 
sequence of length=4096 is a sequence that is a 
random and no repeating permutation of 
numbers 1, 2, 3,…, 4096 in a line. In this paper, 
we used the language instruction “random()” 
and a random seed (a number of 116 1010 ~ ) to 
generate a string of random 
number(0.0000001~0.9999999). The random 
numbers times the number 4096, and then the 
products are taken round into random integer 
sequence. The following PN sequence generator 
flowchart shown in Fig. 2 is used to generate the 
PN sequence with the string of random integer 
number. 

 
Fig.2. The flowchart of PN sequence generator. 

2.2. Chaotic Mechanism 

For security, the sequence of watermark 
bits is pre-permuted into chaotic state by the 
chaotic mechanism with a user’s key. In this 
paper, the proposed algorithm uses a 
pseudorandom number traversing as the chaotic 
mechanism to permute the original sequence of 
watermark bits. The relation between the chaotic 
bit sequence and the original sequence of 
watermark bits is expressed in the following 
equations:  

 
mୡሺjሻ ൌ mሺjᇱሻ, 1  j, jᇱ   ܮ

(1) 
j ൌ permutation ൫j′൯, 

 
where ܮ is the length of the original sequence 
of watermark bits. The permutation operation is 
carried out with using equation (1) and PN 
sequences generated by the PN sequence 
generator. Fig. 3 shows the watermark image 
hashed and recovered by chaotic mechanism. 
 



Fig. 3.  Chaotic Mechanism 

2.3. Clustering of 3D model 

Recently, three dimensional (3D) models 
are used in various applications, such as 
computer graphics, virtual reality, 3D animation 
and synthetic imaging systems. Many 
representations have been proposed for 3D 
models [22].In particular, triangular meshes are 
frequently being used to represent 3D model 
surfaces. A triangulated meshes 3D model is 
represented by its topological, geometry and 
attributes list. The topological list describes the 
connectivity relations among vertices and the 
incidence relation between triangles and vertices. 
The geometry list specifies the locations of the 
vertices. The attribute list generally consists of 
colors, normal vectors and texture information, 
which are needed to paint and shade the model. 
Geometry and attribute list are specified by 
floating-point numbers, whereas topological list 
are represented by integer indices. A common 
scheme for representing and storing polygon 
meshes is to use a list of vertex geometry 
coordinates to store the geometry and a list of 
vertex indices for each face to store mesh 
connectivity. Edges are implied and not 
explicitly stored (edge is a line segment that 
connected two adjacent vertices). [23] 

The coordinates of 3D model vertices 
should be changed when people embed 
watermarks into 3D model vertices. On the 
other hand, vertices are connected to adjacent 
vertices with edges to form triangle meshes, 
connected triangle meshes are collected to form 
a simple 3D model, and several simple 3D 
models are grouped to construct a 3D model. 
For the convenience of finding candidate 
vertices for watermark embedding, one has 
better to decompose the 3D model into 
none-overlapped simple 3D models according to 
the 3D model’s original structure. 

Clustering of data in multi- dimensions has 
been applied in a variety fields like as image 
segmentation, pattern recognition, and so on. 
Clustering is the process of partition the data 
into groups of items such that items within a 
group are similar to one another and different 

from those in other groups, the similarity 
between items is determined based on their 
features. We cluster a 3D model into clusters 
(simple 3D models) based on the connectivity 
relation of vertices from the topology list of the 
3D model. Fig. 4 shows the result clusters of a 
3D model teapot with 4 objects: body, handle, 
spout, and lid. 

(a) 

(b) (c) 

(d) (e) 
Fig. 4.  The result clusters of a 3D model 
teapot constructed with 4 simple objects: (a) 
integrated teapot, (b) cluster body, (c) cluster 
handle, (d) cluster spout, and (e) cluster lid. 

2.4. Star- topology 

A three dimensional model is often 
represented with its surface that composed by 
triangular meshes. In a triangular mesh 
representing 3D model, each edge is either 
shared by two triangles, called as an interior 
edge, or belongs to a single triangle, called a 
boundary edge. A closed loop formed by linking 
up such boundary edges forms a boundary of the 
mesh, and a 3D model may have multiple 
boundaries. Two triangles are called as adjacent 
triangles if they share an edge. A star- topology 
is a polygon that admits a triangulation in which 
all triangles have a common vertex, called as 



center vertex. The other vertices of the polygon 
are called as front-vertices. The front-vertices 
and the edges between them construct the front 
of a star- topology described in Fig. 5. The 
number of front-vertices d is the degree of the 
center of the star- topology. [24] 
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Fig. 5. A star- topology with center vertex νୡ, 
front vertices  νଵ, vଶ, … , vହ,, interior edges 
eଵభ, eଵమ, … , eଵఱ , and front edges eୠభ, eୠమ, … , eୠఱ . 

 
When there is a revision against to a vertex, 

the relative positions among the revised vertex 
and those vertices that connected to the revised 
vertices are actually changed. If this kind of 
chain-reaction does not be overcome, then the 
3D model may be distorted and the information 
which already embedded at vertices before shall 
be destroyed. In order to overcome this question, 
one need to avoid embedding watermark bits on 
adjacent vertices. In order to get the goal, the 
proposed algorithm uses star- topology elements 
to reconstruct the 3D model such that any two 
adjacent star- topologies have several sharing 
front- vertices, and embeds watermark at the 
center vertex of each star- topology element.  

The proposed algorithm uses a kind of 
adjacent vertices searching method to reconstruct 
the 3D model with the star- topology elements. 
The searching method is shown in Fig. 6. Fig. 7 
shows examples of candidate vertices selected 
with our proposed method. 
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CCV: Cluster the 3D Model with the Connectivity of Vertices
SF: Starting Vertex Finding
CST: Construct the 3D Model with Star-Topology
CVW: Candidate Vertices For Watermarking  

Fig. 6. The flow chart of searching method of 
candidate vertices for watermarking. 

(a) (b) 
 
Fig. 7. Candidate vertices (points in blue) and 
starting vertices (points in red): (a) simple 3D 
model Bunny; (b) compound 3D model lion 
with twelve 165 objects 

2.5. Watermark embedding by edge 
vector modulation 

The front edges of each star topology 
element are selected and collected to be the set 
of candidate edges according the rule that the 
intersection of any two candidate edges is empty 
set. Fig. 8 shows an example of the candidate 
edges (red edges) in the star topology structure 
3D model. 

 
Fig.8. The candidate edges in the star topology 
structure 3D model 
 

After the set of candidate edges is 
constructed, the length of the watermark bit 
sequence and a key are input to the PN sequence 
generator to produce a PN sequence P ܰ. The 
edges for embedding are selected one by one 
from the set of candidate edges according to the 
PN sequence P ܰ. For the j-th embedding edge 
ABതതതതതത the j-th embedding edge vector vertex 

AjBj
ሱሮ ,  

A୨ is defined as the unmovable vertex if it has 
larger weight, the less weight vertex  B୨  is 
defined as the movable vertex. The decimal 
watermark number is embedded into the z- 
component of the corresponding embedding 
edge vector. At the same time, the corresponding 
three watermark bits are embedded into the 



decimal fraction part of the x- component, and 
the check bits are embedded into the y- 
component of the edge vector, respectively. 
After the watermark embedding is finished, the 
proposed algorithm uses the x- component, y- 
component, and z- component of the edge 
vector of the watermark embedded to determine 
the new coordinate of the movable vertex B of 
the watermark embedded edge, and replaces the 
original coordinate of the movable vertex B of 
the watermark embedded edge with the new 
coordinate to finish a bit’s watermark 
embedding. These steps are repeated until all 
bits of watermark are embedded. 

2.6. Watermark embedding with angle 
shift keying modulation (ASKM) 

We input the length of the watermark bit 
sequence and a seed into the PN sequence 
generator to produce a PN sequence. The 
embedding vertex is selected (EVS) one by one 
from the candidate vertices sequence { νୡ } 
according to the PN sequence. We choose a 
triangle from the star- topology of the 
embedding vertex as the embedding triangle; the 
embedding triangle has the minimum area 
among the triangles that shearing the embedding 
vertex. In the embedding triangle, we define that 
the shorter side νୡsതതതത between the two sides 
sharing the embedding triangle as the feature 
side and its corresponding angle φ as the feature 
angle. The geometry meaning of embedding 
triangle, feature side, and feature angle are 
shown in Fig. 9 
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Fig. 9. The geometry meaning of embedding 
triangle Δૅૅ܋ૅ, feature side ૅૅ܋തതതതതതത, and feature      
angle∠ૅૅ܋ૅ 
 

In the angle shift keying modulation 
(ASKM), the angle interval [0୭, 90୭ሿ are equally 
divided into n104  , n = 1, 2, …, 5 subintervals 
shown as in Fig. 10. 

 
Fig. 10. The signal constellation of the ASKM 

 
After EVS and ASK, the secret 

information is then embedded into host 3D 
model X at the selected embedding vertex by 
watermark bits embedding (WBE). In the 
watermark bits embedding, the embedding 
vertex νୡሺxୡ , yୡ, zୡሻ is translated to 
νԢୡሺxԢୡ , yԢୡ , zԢୡሻ along the feature side νୡsതതതത such 
that the modulation feature angle equals to φᇱ. 
The coordinates of νԢୡ  are determined by the 
following formulas: 
 

xԢୡ ൌ ሺ1  tሻ כ xୡ െ t כ  xୱ  (3) 
yԢୡ ൌ ሺ1  tሻ כ yୡ െ t כ  yୱ  (4) 
zԢୡ ൌ ሺ1  tሻ כ zୡ െ t כ  zୱ  (5) 

 
where parameter t is obtained from the sine 
theorem in triangular geometry by the formula 
 

t ൌ sinሺφ െ φᇱሻ כ sinሺAሻ / ሺsinሺA  φሻ כ sinሺφሻሻ 
(6) 

 
The translation of embedding vertex is shown in 
Fig. 11. The above embedding process is 
repeated for each secret bit in {m} and its 
corresponding vertex, then the watermark 
embedding is finished.  
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Fig. 11. The translation of embedding vertex 
from original position νୡ to new position νୡ

ᇱ . 
 



3.Watermark Extraction Algorithm 

The watermark extraction is the inverse 
process of a watermark embedding process; it is 
to recover the original watermark image from a 
watermarked 3D model. Most of The retrieval 
algorithm is identical to the embedding process. 
The flow chart of the proposed watermark 
recovering process is shown in Fig. 12. The 
watermarked 3D model X’ is divided into 
several sub-models (clusters) CԢଵ, CԢଶ, … , CԢ୬ 
according the connection of vertices X’. The 
feature vertex, feature edge, and the feature 
triangle of the watermarked 3D model are 
determined, respectively. Then, each cluster is 
reconstructed with star- topology elements, the 
candidate watermarked vertices and the 
candidate watermarked edges are collected, 
respectively. The same PN sequences used in the 
embedding process is used to select the 
watermarked vertex and the watermarked edges 
for watermarks extraction.  

In the ASK demodulation, the secret bit m’ 
is extracted from the modulated feature angle 
φᇱ  of the selected feature triangle for each 
selected star- topology. In the process of the 
ASK demodulation the modulated feature angle 
φᇱ is processed to recover the embedded secret 
bit m’ according to the following formula: 
 












)34()14(,1

)14()14(,0

kkif

kkif
m

w

w

.

  (7) 

 
After all the secret bits are extracted from the 
ASK demodulation, they are rearranged into the 
two- dimensional image HԢ . By passing ’ 
through the inverse chaotic Mechanism (ICM), 
the recovered watermark WԢ୴  embedded in 
vertices is obtained.  
On the other hand, the proposed algorithm 
extracts the watermark bits from the x- 
component, extracts the check bits from the y- 
component, and extracts the decimal watermark 
number from the z- component of the selected 
edge vector of the watermarked 3D model, 
respectively. After all the secret bits are 
extracted from the selected edges, they are 
rearranged into the two- dimensional image HԢୣ. 
By passing HԢ  through the inverse chaotic 
Mechanism (ICM), the recovered watermark 
WԢୣ embedded in vertices is obtained. 
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Fig. 12. The flow chart of the watermark 
recovering process. 

4. EXPEREMENT RESULTS 

Several 3D models are conducted to 
simulate under various conditions to explore the 
utility and demonstrate the efficiency of the 
proposed scheme. The 3D models Bunny 
(simple model, 1494 vertices, and 2915 
triangular meshes) and lion (165 objects, 17352 
vertices, and 32098 triangular meshes) are used 
in simulation for demonstrating the performance 
of the proposed scheme. The logotype image of 
NCUT with sizes 8*8 and 16*16 are used as 
watermarks for the host 3D model Bunny, the 
chess board with size (8k)*(8k), k= 1, 2, . . ., 9 
are used as watermarks for the host 3D model 
lion. In order to demonstrate host 3D model 
possesses excellent imperceptibility without 
noticeable degradation, we compare it with the 
test 3D models. Fig. 13(a) shows the original 3D 
model of Bunny. Fig. 13(b) is the embedded 3D 
model of Bunny with watermark of size16*16. 
Fig. 14(a) shows the original 3D model of lion. 
Fig. 14(b) is the embedded 3D model of lion 
with watermark of size 64*64. 

 
 
 
 



 
(a) (b) 

Fig. 13. The quality of the host 3D model: (a) 
the Original 3D model Bunny, (b) the 
Watermarked 3D model Bunny with SNR 
144.4442. 

(a) (b) 
Fig. 14. The quality of the host 3D model: (a) 
the Original 3D model lion, (b) the 
Watermarked 3D model lion with SNR 
140.4638. 
 

Imperceptibility is an important factor in 
watermarking. We employ the SNR [25] to 
measure the degree of transparency in this paper. 
To measure the SNR of a watermarked 3D mesh 
object, the following formula is used: 
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Where ),,( iii zyx and )~,~,~( iii zyx are the coordinates 
of vertex v୧

ୡ  before and after the watermark 
embedding, respectively. We calculate the SNR 
for embedded Bunny and embedded lion. They 
are arranged in table 1 to show the watermark’s 
perceptibility and sketched into SNR_ 
Watermark Size to describe the change of SNR 
caused by the watermark size. The SNR of the 
watermarked 3D model is almost reciprocal to 
the size of watermark. 

Table.1 
The performance of our scheme for the test 

3D model lion 

No. of Watermark Bits 64 1024 4096
SNR of Compound Scheme 156.1 144.3 140.4
SNR of Center Vertex Scheme 174.1 162.6 156.9
SNR of Edge Scheme 156.2 144.4 140.5

 
Fig. 15. The performance of our scheme for the 
test 3D model lion 
 

As a practical watermarking system, other 
than imperceptibility and the quality of secret 
watermark, robustness of the system is another 
important issue. Here, we select the vertices for 
watermarks embedding from the ordered 
sequence of star- topology centers. The order of 
embedded vertices is unchanged when the 
watermarked 3D model is attacked with 
rotations, scaling, translation, and their 
combination. So, we can extract the watermark 
bit by bit from the watermarked 3D model 
correctly. In order to demonstrate the robustness, 
we used rotation, translation, scaling, and 
cropping attacks to test our scheme. The 
similarity measurement of a watermark depends 
on the knowledge of the experts, the 
experimental conditions, etc. Therefore a 
quantitative measurement is necessary to 
provide a fair judgment of the extracted fidelity. 
In this paper, we use the normalized correlation 
(NC) and the standard correlation coefficient 
(SCC) between the original watermark W and 
the extracted watermark W’ as the similarity 
measurement. We also use the bit error rate 
(BER) to indicate the extraction fidelity. The 
NC, SCC, and BER value of extracted 
watermark are defined respectively as the 
following formulas: 
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We calculate the NC, SCC, and BER after 
attacks for embedded Bunny and embedded lion 



and arranged them in a table to show the 
watermark’s fidelity and robustness. The 
simulation results of embedded 3D models after 
similarity transformation attacks are shown in 
Fig. 16, Fig. 17, and Table2 respectively. Fig. 16 
presents an example of Bunny under attacks. ; (a) 
shows watermarked Bunny under the attack 
with rotation -213° about X-axis, 125° about 
Y-axis , and -36° about Z-axis, (b) shows 
watermarked Bunny under the attack with 
scaling to 0.3times , (c) shows watermarked 
Bunny under the attack with rotation 57° about 
the vector A=[0, 0.6, 0.8], (d) is the extracted 
watermark form (a), (e) is the extracted 
watermark form (b), and (f) is the extracted 
watermark form (c). Fig. 17 presents an example 
of the 3D model lion attacks. ; (a) shows 
watermarked Dragon under the attack with 
rotation 333°about X-axis, -58° about Y-axis , 
and -197° about Z-axis, (b) shows watermarked 
Dragon under the attack with scaling to 
0.5times , (c) shows watermarked Dragon under 
the attack with rotation 299° about the vector 
A=[0, 0.6, 0.8], (d) is the extracted watermark 
form (a), (e) is the extracted watermark form (b), 
and (f) is the extracted watermark form (c). Fig. 
16 and Fig. 17 show that our watermark scheme 
is robust enough against the affine 
transformation attacks. 

  
(a) (b) (c) 

(d) (e) (f) 
Fig. 16. The extraction watermarks from the 
attacked 3D model Bunny watermarked with a 
16×16 “NCUT” watermark; (a) Attack with 
Scaling to 0.5 times, (b) Attacks with Rotation 
15° about X-axis, -20° about Y-axis , and 25° 
about Z-axis,  (c) Attacks with the combination 
of Scaling to 0.7 ,Rotation 32° about X-axis, 
-87° about Y-axis , -57° about Z-axis, and  
translation along Y-axis 10 units(d) Extraction 
Watermark for (a), (e) Extraction Watermark for 
(b), (f) Extraction Watermark for (c) 

 
(a) (b) (c) 

 
(d) (e) (f) 

 
Fig. 17. The extraction watermarks from the 
attacked 3D model lion watermarked with a 
16×16 chess-board watermark; (a) Attack with 
Scaling to 0.7 times,  (b) Attack with scaling to 
Rotation 25° about X-axis, 45° about Y-axis , 
and 65° about Z-axis,  (c) Attack with Scaling 
to 1.4 and Rotation -23° about X-axis, -67° 
about Y-axis , and 55° about Z-axis, (d) 
Extraction Watermark for (a), (e) Extraction 
Watermark for (b), (f) Extraction Watermark for 
(c) 

Table.2 
The performance of our scheme for the 

recovered watermark under attacks 
3D 

Model
Attacks BER NC SCC

Bunny S(0.5) 0 1 1 
 R(15°,-20°,25°) 0 1 1 

Lion S(0.7) 0 1 1 
 R(63°,51°,-37°) 0 1 1 
 T(15, 10, 0) 0 1 1 

 
R(-18°, 38°, 60°) 
S(1.5) 

0 1 1 

 
T(30, 17, 23) 
R(34°, -67°, 59°) 
S(0.9) 

0 1 1 

T(x, y, z): Translation with 
displacement < x, y, z > 

S: Scaling 
R ൫ીܠ

, ીܡ
, ીܢ

൯ :Rotation ીܠ
  about X-axis, 

ીܡ
 ܇ ܜܝܗ܊܉ െ ܢand ી ,ܛܑܠ܉

 ܈ ܜܝܗ܊܉ െ  .ܛܑܠ܉
 

According to Table 2, the BER are zero, 
the NC and SCC are one for each extracted 
watermark from each attacked 3D model. This 
means that we can accurately and completely 
extract the watermark from the watermarked 3D 
model under the attacks of the combination of 
translation, rotation, and scaling. These results 
prove that the proposed approach is a robust 
watermarking scheme that is strength enough 
against the similarity transformation attack for 
3D model. 



On the other hand, the watermarked 3D 
model lion is conducted to test its robust against 
the cropping attack. The cropping attack is taken 
by cutting several clusters from the 
watermarked 3D model first, then the survived 
watermark is extracted from the residual 3D 
model, and the error of the extracted watermark 
is also evaluated. The cropping is 5% of the total 
clusters each time upon 95%. The percentage of 
cropped vertices versus the percentage of 
cropped clusters, the percentage of cropped 
triangular meshes versus the percentage of 
cropped clusters, the correct rate of extracted 
watermark versus the percentage of cropped 
clusters, and error rate of extracted watermark 
versus the percentage of cropped clusters are 
illustrated in table 3 and fig. 18. The simulation 
results of embedded 3D models after cropping 
attacks are shown in Fig. 19; (a) shows the 
residual watermarked lion and the 
corresponding extracted watermark under the 
cropping attack with cutting off 10 objects, (b) 
shows the residual watermarked lion and the 
corresponding extracted watermark under the 
cropping attack with cutting off 70 objects, (c) 
shows the residual watermarked lion and the 
corresponding extracted watermark under the 
cropping attack with cutting off 130 objects. The 
errors of the extracted watermarks are all less 
than 22.3%. 

 
Table.3 

The percentage of cropping cluster, cropping 
vertices, cropping meshes, and the error of 

extracted watermark. 
Percent of Cropping 
Clusters (%) 

30 50 70 90 

Percent of Cropping 
Vertices (%) 

25.8 43.4 70.1 91.4

Percent of Cropping 
Mashes (%) 

25.6 43.2 70.5 91.8

Error Ratio (%) 2.9 14.4 31.8 75.8

 
Fig. 18. The percentage of cropped vertices 
versus the percentage of cropped clusters, the 
percentage of cropped triangular meshes versus 
the percentage of cropped clusters, the correct 
rate of extracted watermark versus the 
percentage of cropped clusters, and error rate of 
extracted watermark versus the percentage of 
cropped clusters. 

(a) 

(b) 

(c) 
Fig. 19. The extraction watermarks from the 
cropping 3D model lion watermarked with a 
16×16 chess-board watermark. (a) Cropping 10 
Objects; Extracted Watermark with 0.0732 % 
Error.(b) Cropping 70 Objects; Extracted 
Watermark with 4.1748 % Error. (c) Cropping 
130 Objects; Extracted Watermark with 20.2637 
% Error. 



5. CONCLUSION 

Digital watermarking is a promising method to 
discourage unauthorized copying or to attest the 
origin of digital data, including audio, video, 
images, and 3D models. This paper proposes a 
cluster algorithm based on vertices connectivity 
and the 3D model reconstruction with star- 
topology to construct a robust watermarking 
scheme for 3D model. In the proposed scheme, 
the center of each star- topology is selected to be 
a candidate vertex and several no overlapped 
edges are selected as the candidate edges for 
watermark embedding. There are three 
advantages compare with other methods: (A) 
The secret image has very high security owing 
to using chaotic mechanism to scatter the 
Watermark. (B) The result host 3D model after 
watermark embedding possesses excellent 
imperceptibility without noticeable degradation. 
(C) The watermarks embedded in the 3D models 
is robust against the similarity transformation 
attacks and the cropping attack. 
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