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Abstract - Distant learning has been extensively 

studied in the recent years. It is not only an 

educational approach that can be employed in 

remote areas, but also can serve as a 

supplementary tool when students and 

teachers are distantly located and unable to 

carry out face to face learning.  However, due 

to insufficient self-control, students, when 

learning at home, are likely to be influenced by 

external objects, and thus, are not 

concentrated on learning. This study utilized 

the detection algorithm of Webcam and 

computer, and installed regular webcam on 

the desks of students for facial detection. The 

facial features of the students were first 

captured by the principle component analysis 

(PCA), and analyzed by artificial neural 

network. The learning status of the students 

was then determined based on the real-time 

facial features, so that teachers and parents 

can know the students’ learning status, and 

help them to overcome the distraction, and 

reach the goal of individualized learning. 
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1. INTRODUCTION 

Distant learning has been extensively studied 

in the recent years. It is not only an educational 

approach that can be employed in remote areas, 

but also can serve as a supplementary tool when 

students and teachers are distantly located and 

unable to carry out face to face learning. 

Moreover, for students who are unable to attend 

school due to infectious diseases, they could 

listen to lecture in front of their computers. 

However, the shortcoming of distant learning is 

that students are likely to be distracted, feel 

sleepy, drowse, or be absent-minded when 

learning at home. It indicates that in-home 

learning may be affected by many weary 

conditions, thus, the students’ learning behaviors 

require close observation and concern. Computer 

is the most useful tool to monitor learning 

behaviors. 

In biometrics, human facial recognition plays 

an important role. The primary requirement for 

most facial recognition systems is locating the 

facial areas and collecting data on facial features 

for recognition. Yang used the changes of facial 

features, such as eyes and mouths, along with a 

Bayesian network, to evaluate the students’ 

mental status [17]. However, due to different 

detection factors, such as environment, shielding, 

posture changes, low lightness, and plane 

revolution, which may due to the low accuracy of 

sensors, environmental conditions, or the 

characteristics of the subjects [6], biometric 

systems often require learning samples based on 

multiple subjects and features, in order to 

maintain the applicability.   

Monitoring students’ learning behaviors is a 

personalized work; it is to monitor a specific 

subject over a long period of time. If the 

individual differences of every face can be 

considered during analysis, a more efficient result 

can be achieved. This study aimed to design a 

system that focuses on the facial recognition and 

comparison of children. The system processes 

multiple images of the children when they carry 

out distant learning at home to recognize their 

levels of concentration. Based on the facial 
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features collected from students through the 

artificial neural network, the system establishes 

individual parameter modules for the students. 

2. LITERATURE REVIEW 

The main physiological features of humans 

when experiencing fatigue include: eyes-closing, 

lack of concentration, yawning, head turn and 

wrinkles-formation on the top of the nose. As 

fatigue may cause traffic accidents [9], fatigue 

detection has been employed on vehicles. When 

the driver’s concentration decreases, the system 

sends out a warning [10],[4],[15]. The possible 

indicators of the fatigue behaviors of drivers 

include: 1) percentage of eyes-closing, 2) 

duration of eye-closing, 3) frequency of winking, 

4) frequency of nodding, 5) relevant positions of 

faces, 6) dazing [5]. Fatigue detection is based on 

image recognition. 

These technologies can be applied to distant 

learning to detect learners’ learning status and 

bad learning behaviors, such as dazing, sleeping, 

and leaving. The interaction and observation 

records of distant learning can provide teachers 

the basis for evaluation, and achieve the 

instructional objectives in affective domain. The 

students’ frequency of interactive discussion can 

serve as the basis for participatory evaluation, in 

order to assess their participation and interaction 

[3]. According to the attendance and the 

responses in the affective domain, the final 

concentration level can be calculated based on the 

scores of the two stages [12].  

Principal Component Analysis (PCA) is an 

analysis that has been widely applied. Its 

principle is to transform complicated 

multidimensional data into a data set with fewer 

dimensions so as to facilitate analysis [18]. 

Pentland used PCA for facial recognition. Their 

system was to capture local features, and the 

positions of the features, such as eyes and mouth, 

were manually marked, for recognition by PCA. 

PCA has also been applied to pre-processing [14]. 

Yang and Sun used PCA to capture the data of 

facial features, and then used the data for training 

to achieve the function of facial recognition 

[2],[7].  

There are many types of artificial neural 

networks, among which backpropagation (BP) 

neural network is the most commonly used one. 

Its structure contains the input layer, hidden layer 

and output layer. It is trained with input vector 

and the corresponding target vector, until the 

network approaches a function [16]. Han 

proposed a morphology-based system to perform 

the division of eye similarity, used BP neural 

network to complete the facial validation [11]. 

Sun used PCA+LAC to capture the facial features, 

and the facial classification was carried out by 

trained BP neural network [7]. 

3. SYSTEM STRUCTURE AND 

FLOW 

This system is designed for detection and 

determination of facial images. A webcam (see 

Figure 1) was installed at the student end to 

capture his facial features. The continuous facial 

images were processed and analyzed by artificial 

neural network, in order to determine whether the 

students showed lack of concentration, fatigue, or 

doze, thus give out a timely warning and produce 

records. Teachers and parents can check the 

record to find out about the students’ 

concentration status, and handle the situation 

accordingly. 

 

 
Fig. 1 Systematic structure of students’ self-

learning 

 

The system is designed to extract one facial 

image from the webcam per second. The image 

output rate can be adjusted based on the system 

processing speed. Higher output rate can produce 

more accurate result on the detection of the 

changes in subjects’ facial features. After 

capturing the images, the face features are 

selected by PCA, and analyzed with trained 

artificial neural network. During the acquisition 

of facial features, it is important to reduce the 

overall computational complexity, such as by 

reducing the image resolution, the computational 

complexity during feature recognition, or the 

detection times with good feature-tracing 

algorithm. We employed PCA for images 

processing, to reduce the computational 

complexity, increase the image output rate, and 

minimize the errors in status determination. 
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3.1. Finding the Facial Area  

In this step, YcbCr is used for complexion 

partition to find the facial area. In YCbCr, Y is 

brightness, Cb is blue minus brightness (B-Y), 

and Cr is red minus brightness (R-Y). The 

advantage of YCbCr is its little impact on the 

elimination of colors, as human eyes have higher 

sensitivity to brightness than to colors [1].  

Complexion can be used to screen various 

color spaces. The equation proposed by Lin is 

used for computation [1]. The computed Y, Cb 

and Cr can realize the input images of every pixel 

in the skin test by the detector, based on the pixel 

complexion detection, and further compute the 

Cb and Cr module values. If the pixel of Cb and 

Cr are within a certain range, this area is regarded 

as a complexion area, by which the facial area 

can be found. 

3.2. Extracting Facial Features  

M input facial images are taken as training 

samples in our study. Each sample has pixel 

matrix of NN × , and is arranged into Γ  vectors 

of 12
×N  by serial connection, as shown in 

Figure 2. 
 

 
Fig. 2 Transform facial images into one-

dimensional vectors 
 

Each facial image corresponds to a vector Γ . 

In Eq. (1), the average vector Ψ  is the 12
×N  

vector of each image connected in series. The 

values are summed and divided by the number of 

image samples. Therefore, this average vector is 

also called the average image [13]. 
 

∑
=

Γ=Ψ
M

i

i
M 1

1
 

 

Average vector Ψ  is the mean face, which 

indicates the common part of these images. The 

common parts are deleted in M pieces of facial 

images to highlight the different parts, and obtain 

the difference vector of each face. This image is 

called the difference image. 

 

Ψ−Γ=Φ ii  

 

M difference vectors Φ  are arranged into A 

matrix of MN ×
2  dimension, and the internal 

product of A matrix and its transposed matrix is 

used to obtain the covariance matrix (C) as shown 

in Eq.(4): 
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Since the computed dimension of C matrix by 

Eq.(4) is 
22

NN × , the evaluation of 

eigenvectors and eigenvalues of C matrix is very 

difficult and complicated.  The method proposed 

by Turk to compute L matrix [8] is applied to 

simplify the computational complexity. The 

dimension of L matrix is MM × , and 

eigenvector iv (i = 1,2,…, M) can be obtained 

from L matrix. As in Eq.(5), v is multiplied by A 

to obtain the main component υ . 
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iυ  is the training and test sample predicted by 

PCA. The sample vectors of each facial sample is 

arranged in descending order according to the 

computed eigenvalues, and are combined with the 

corresponding eigenvectors into eigenspaces, in 

order to find their weighing vector Ω  in 

eigenspaces. 

 

Φ⋅=
T

kk υω  
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Using this method, the computational time is 

greatly reduced. 

3.3 Detection of Mental Status  

A BP network, as shown in Fig. 3, is 

constructed for the detection of metal status. The 

connection between two layers has a weight value 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

 

(7) 

(8) 
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of ij
w . In different cases, the weight value ij

w  

makes automatic adjustment to minimize the 

difference. 
 

 
Fig. 3 Back-Propagation neural networks 

 

As people’s faces differ, the features vary as 

well. To allow the modules of artificial nerve to 

train different parameter values according to 

different users so as to form individualized 

artificial neural modules, the subsequent 

detection can use individually formed modules to 

achieve differential recognition. By using this 

individualized parameter for comparison analysis 

could achieve more accurate result than that 

without individualized modules. 

3.3.1 Artificial Neural Network Training 

When new users setup the system, the system 

asks them to take samples required for training 

data. 

 

 
(a)              (b)              (c) 

 

 
(d)                 (e) 

Fig. 4 Trained facial expressions (a)normal state, 

(b) closed eyes, (c) opened mouth, (d), (e)turned 

head. 

 

The required samples include normal state, 

closed eyes, opened mouth, and turned head, as 

shown in Fig. 4. The users are required to follow 

the sample collection procedures to establish their 

individual sample data. 

After training, the different parameters of 

individual faces are recorded in the individual 

artificial neural modules. Each user has a 

different set of parameters, thus, the comparison 

of individualized data can achieve higher 

accuracy, individualized analysis, and recognition 

of each facial status. 

3.3.2 Individualized Analysis 

The processing flow of individualized analysis 

is shown in Figure 5. 

 

 
Fig. 5 Procedures of individualized analysis 

 

Part 1: Identify the user to acquire his 

individual artificial neural parameter database. 

Part 2: Process the images that are inputted by 

Webcam to process the extracted features, and 

use the artificial neural parameter database to 

analyze the facial expressions to obtain the final 

output results. 

3.3.3 Detection of Mental Status 

The processing flow of mental status is shown 

in Figure 3. The values of input nodes in the input 

layer are from the facial features processed by 

PCA, and the linear transfer function ( ) xxf = . 

Simple single layer is used to process the hidden 

layer. The input processing units have interactive 

effect. The node number of processing units 

cannot be determined based on standard, and the 

optimal number is determined by tests and non-

linear transfer function. The output variables of 

the output layer employ non-linear transfer 

function. This text applies the most commonly 

used non-linear transfer function in BP artificial 

neural networks - Sigmoid function: 
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Based on the real-time images inputted by 

webcam, the facial location can be found based 

on complexion. PCA is then used to extract the 

individual features, which are compared with 

those in the corresponding facial feature data 

through artificial neural network, in order to 

produce the final result. The output results 

include: 0: normal state, 1: closed eyes, 2: opened 

mouth, and 3: turned head. 

3.3.4 Analysis of Recognition Result 

The continuous images captured by webcam at 

a rate of 1 image per second are processed. When 

the time of eyes-closing is longer than the 

threshold, it is regarded as a feature of eyes-

closing; when the times of mouth-opened widely 

is more than the threshold, it is regarded as a 

feature of yawning or talking; if the are of facial 

search is larger than threshold, it is determined 

that the subject has left the seat. Finally, these 

data are analyzed to determine the mental status 

of the subjects, and the result is shown on the 

teachers’ computers. 

4. CONCLUSIONS 

With the aim to prevent the lack of 

concentration of students during self-learning at 

home, this study designs a self-learning 

monitoring system. The system uses webcam to 

capture real-time images and employs image 

processing technology to identify the facial 

locations of the students. It then uses artificial 

neural network to determine the concentration 

level of the students. To realize individualized 

processing, individualized artificial neural 

modules of students are developed in the artificial 

neural network, in order to determine the changes 

of facial features of the students, analyze their 

mental status. With the monitorial report, it 

allows teachers or parents to know the mental 

status of their students from remote sites. 
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